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Motivation

e Inevitability of hallucinations ® You

° Fictional references Name some politicians born in NY

e Importance for critical applications

e |mproving correction mechanisms ® chatapt

L4 BUl|dlng trust for LLMs \ Certainly! Here are some politicians who were born in New York:

Donald Trump - Former President of the United States

Hillary Clinton - Former U.S. Secretary of State and Democratic Presidential Nominee

Franklin D. Roosevelt - Former President of the United States

Theodore Roosevelt - Former President of the United States
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Existing Work
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LLM hallucination detection and correction techniques TUTI

e RAG after generation

. = M-, eng et al., 2023
o  Query generation B Genrsion 2111 - i e ]
© Retri eval for eaCh q u ery Retrieval A S During Generation §2.1.1.2 ]— De rKnowlfdg:el:;t:ml (val::l}?;ig)iléaio:?;l.. 2023)
e Ag reement Generation §2.1.1 EVER (Kang et al., 2023)
(@)

. RARR (Gao et al., 2023)
Refl nement SR High Entropy Word Spotting and Replacement (Rawte et al., 2023)
End-to-End §2.1.1.4 ( R 2021)

. Prompting GPT-3 To Be Reliable (Si et al., 2022)

Appllca‘t_ . ChatProtect (Miindler et al., 2023)

P ful ~( Prompt Engineering §2.1 W Self-Reflection Methodology (Ji et al., 2023b)
owertu L6 :

ing (Yan et al., 2023)
resource-friendly..

Str

{ Self Refinement through

'. .
Feedback and Reasoning §2.1.2 oy

DRESS (Chen et al.. 2023)

MixAlign (Zhang et al.. 2023b)

CoVe (Dhuliawala et al., 2023)
CONLI (Lei et al., 2023)

Hallucination Mitigation

Prompt Tuning §2.1.3
Techniques in LLMs

SynTra (Jones et al., 2023)

T T

UPRISE (Cheng et al., 2023) ]

Introducing New Decoding

{ Strategy §3.1
Utilization of Knowledge RHO (Ji et al., 2023a)
Graph §3.2 FLEEK (Bayat et al., 2023)
—[ Developing Models §3 ]- Introducing Faithfulness THAM Framework (Yoon et al., 2022)
based Loss Function §3.3 Loss Weighting Method (Qiu et al., 2023b)

Knowledge Injection and Teacher-Student Approach (Elaraby et al., 2023)
HAR (Koksal et al., 2023)
Fine-tuning Language Models for Factuality (Tian et al., 2023)
BEINFO (Razumovskaia et al., 2023)
R-Tuning (Zhang et al., 2023a)
TWEAK (Qiu et al., 2023a)

H Supervised Finetuning §3 4

N . A
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https://arxiv.org/pdf/2401.01313.pdf

Studies without refinement TLT

PY SelfCheckGPT Chat Bridget Moynahan is an American actress, model and producer. She is best
GPT known for her roles in Grey’s Anatomy, |, Robot and Blue Bloods. She studied

° FACTOR acting at the American Academy of Dramatic Arts, and ...

e FactScore ‘r *

° F&CTOO' Bridget Moynahan is American.v’

Bridget Moynahan is an actress. v

o performs refinement; however, it B  orcoet Moynzhan s amadel v/ 66.7%
. bio of 3 ri get Moynahan |saproduce‘r. ’ P
requires human_decomposed A - She is best known for her roles in Grey's Anatomy. X a
. Bridget - She is best known for her roles in I, Robot. v H LY f
claims Moynahan.| - she is best known for her roles in Blue Bloods. v/ N
- She studied actingv’ N

e lLong-Form Factuality in LLMs
(27.03.2024) [DeepMind]

She studied at the American Academy of Dramatic Artsx
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Chain-of-Verification [Meta Al, 2023] TUTI

Query
L Router Mechanism (between 2. and 3) Name some politicians who were born in NY, New York.
o  Wiki Data (where questions that
expect answers in the form of a

-

1. Baseline R

P

Here are some politicians who were born in NY, New York:

list of entities) 1. Hillary Clinton - former secretary of state and former Democratic presidential nominee
. “ . 2. Donald Trump - former president of the United States
@) M uItl-span ( Who invented the 3. Michael Bloomberg - former Mayor of New York City and former Democratic presidential candidate
. . T ... <list continues..>
first mechanized printing press -

)|

and in what year?”) /m} {3 Executo Verifications ) .
- ; . Hillary Clinton was born in Chicago, lllinois, United
o) Long form oni S - Where was Hillary Clinton born? | States on October 26, 1947. )
e Internal Knowledge or Online Search )
€ 9 - Where was Donald Trump born?? Donald Trump was born on June 14, 1946, in Queens, |
. New York City, New York, United States
- Where was Michael Bloomberg born? | \ J
. . [ Michael Bloomberg was born on February 14, 1942, in
\ <questions continue..> | Boston, Massachusetts, United States.

4. Final Verified Response ]

Here are some politicians who were born in NY, New York:

1. Donald Trump - former president of the United States

2. Alexandria Ocasio-Cortez - Democratic member of the U.S. House of Representatives
... <list continues..>
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RARR [Google, 2023]

e 4-Step Process:
o Question Generation
o Evidence Collection
o Agreement Test
Editing
e Bing search
e Another LLM to modify the initial claim
according to verified evidence

@)
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—" Query Generation J

q, |

qy|

When did Millie
Inbetween premiere?

What channel was Millie
Inbetween on?

!

!

p

.

Retrieval J

S

Retrieval J

-

-

e,

[fandom.com]
... the first series
premiered on
1October 2014.

l

[comedy.co.uk]
Millie Inbetween.
CBBC sitcom
about a young ...

[fandom.com]
... the first series
premiered on
1October 2014.

1

Agreement

Agreement &

[comedy.co.uk]
Millie Inbetween.
CBBC sitcom
about a young ...

Output Attribution
Report4={e,, .., e, }

Millie Inbetween
premiered on 24

Millie Inbetween
premiered on 1

Millie Inbetween
premiered on 1

February 2014 October 2014 | October 2014
on CBBC. on CBBC. on CBBC.
Input Passage X Output Passage )

© sebis



FactCheck-GPT [2023]

e 7-steps
o decomposition
o decontextualisation

o checkworthiness identification

240404 Thesis Proposal

A response generated by LLMs

Sentence split and decontextualize

[ A set of checkworthy sentences J

Decompose and decontextualize

[ Context-independent statements J

Identify check-worthy claims

[ Claims to check }

Tl

Q: Who is the king of Canada?

LLM: As an Al language model, | cannot access to recent events. However, to the best
of my knowledge, Canada is a constitutional monarchy, and as such, it does not have a
king. The head of the Republic of Canada in 2021 was Queen Elizabeth Il, who was
also the queen of 15 other Commonwealth realms. She has been the head of state of
Canada for 20 years. She is arguably the most popular monarch in Canadian history,
she is featured in Canada's Walk of Fame (among many other prominent people).

model, | xtraneous

t ever
Canada is a constitutional monarchy, and

st of my k
as such, it does not have a king.
$2: The head of the Republic of Canada in 2021 was Queen Elizabeth Il, who was also
the queen of 15 other Commonwealth realms.

$§3: Queen Elizabeth Il has been the head of state of Canada for 20 years.

$4: Queen Elizabeth Il is arguably the most popular monarch in Canadian history, she
is featured in Canada's Walk of Fame (among many other prominent people).

C11: Canada is a constitutional monarchy.
C12: Constitutional monarchies do not have a king. (Implicit causality, time-sensitive)
C21: Canada is a Republic.
C€22: The head of Canada in 2021 was Queen Elizabeth II. (Time-sensitive claim)
C23: Elizabeth Il was the queen of 15 Commonwealth realms other than Canada.
(Re ing is required in Deco izati
C31: Elizabeth Il has been the head of state of Canada for 20 years.
C41: Queen Elizabeth Il is arguably the most popular ... Canadian history. (opinion)
C42: Queen Elizabeth Il is featured in Canada's Walk of Fame.

C43: Many prominent people were featured Canada'’s Wa Fame.

C41 is an opinion, and C43 is a claim but not checkworthy.

Other seven statements are checkworthy claims.
T
|
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FactCheck-GPT [2023]

e 7-steps

O

@)
@)
@)
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evidence retrieval and collection
stance detection

correction determination

claim correction

Claims to check

(] 3

C41 is an opinion, and C43 is a claim but not checkworthy.
Other seven statements are checkworthy claims.

ieve and Collect evidi

1. Generate questions given a claim
2. Google search and rank the most relevant top5 evidence

FPEPEPE

Identify stance of evidence

| CS: 4, IR:1 ] | CS:2, PS:2 l l R:3, IR:2 |

Determine Correction

Q: Does the evidence support the claim?
CS. completely support PS. partially support R. refute D. irrelevent

1 2 =38

R (=3 s

R Ps R

R Ps R

R R R
LR IR IR

Edit

|
ST

¢ Merge and Deduplicate
Revised Text J
vo Keep minimal edits to the original?

Yes

Output: Revised Text

Q: Can you determine if the claim is true or false by evidence above?
A.Yes B.No C.Not Enough Evidence (NEE)

Cll:Yes Cl2:Yes (C2l:Yes C22:Yes (C23:Yes (C31:No  C42:NEE
True False. False True True False False
Collect extra evidence
toverify for C31,C42.

Q: How to make edits? Revise/delete

C12: Constitutional monarchy Canada has King Charles il
€21: Hallucination, delete
C22: The current narch of Canada Is King Charles Il

©31: With the death of Queen Elizabeth Il Elizabeth Il has been the head of
state of Canada for 70 years.

€42: Hallucination, delete

Merge and Deduplicate: As an Al language model, | cannot access to
recent events. However, to the best of my knowledge, Canada is a
constitutional monarchy, it has King Charles Iil. The head of the-Republie of
Canada in 2021 was Queen Elizabetn Il, who was also the queen of 15
other Commonwealth realms. She has been the head of state of Canada for
70 years to_her death She is arguably the most popular monarch in
Caradier HIsETy, ahe-is eutitad | des WRl-oF F arie{méng- iy

Yes

Output
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Gaps on long-context (After 50+ experiments with long text)

CoVe (DuckDuckGo Search)

- Minimal changes with knowledge
source

- Sometimes reasoning fine but
lacks refinement

CoVe (Internal Knowledge)

- No access to real-time data

240404 Thesis Proposal

RaRR (Bing Search)

- Changes original text significantly
- Excessive refinement

FactCheck-GPT (Google Search)

- Generic questions
(decontextualization Y¢)

- Not specific enough in many
cases

- Limited usefulness in certain
contexts

© sebis



Research Questions
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Research Questions TUTI

e What is an appropriate taxonomy for categorizing hallucinations in LLMs (i.e. humeric,
semantic hallucinations)?

e How can the Retrieval-Augmented Generation (RAG) model be effectively applied to handle
long contexts without compromising performance or efficiency?

e How can we optimally balance editing and faithfulness when refining generated text?
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Proposal
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Datasets

Summedits

A Chinese mine collapse killed at
least three two people and left over
50 others missing. Chinese officials
say numerous vehietes animals
were also buried in the collapse.

Longform Generation of Biographies (from CoVe)

Prompt: “What were the key factors
that led to the fall of imperialism in the
20th century?” / "Tell me a bio of
Marie Curie."
Generated Text: The fall of
imperialism in the 20th century can be
attributed to several key factors:

1. World Wars

2. Nationalism [...]

240404 Thesis Proposal

ined
edited TI'ITI
AMRFACT:

US President Donald Trump has
said he will eensider fire special
counsel Robert Mueller, who is
investigating alleged Russian
interference in the US election

Long Form Factuality (from DeepMind)

Task: Given a question about a general
concept generate a comprehensive answer
covering all relevant aspects of the question
Generated Question: Could you explain the
fundamentals of Natural Language Processing
(NLP) in Computer Science, its key
techniquesl..], and discuss [..] in advancing
fields like machine translation, sentiment
analysis, and information retrieval?

© sebis 15



Summedits - Correct Text

Gaps Bird flu was not deemed to be a threat to humans until 1997, after an TI-ITI
outbreak in Hong Kong. Since then, around 870 infections have been
reported worldwide, with 457 deaths in 21 countries.

FactCheck-GPT

— ~—
Bird flu was not considered a real 457 deaths in 21 countries have
threat to humans until a 1997 been reported
outbreak in Thailand. \
’/ How many deaths have been reported
Where did the 1997 outbreak of bird flu occur? in 21 countries?
When was the first recognized outbreak of bird In how many countries have deaths
flu in humans? been reported?

e

Generate Answer
|
The given text states that there have been 457 deaths in 21 countries. The evidences
provided mention that as of the same date, the virus had infected over 557.8 million
people worldwide and the number of deaths had totaled more than 6.3 million. Therefore,

the given text seems to be inaccurate, as the number of deaths mentioned is much lower
N than the actual number o




Gaps

Summedits - Edited Text

A Chinese mine collapse killed at least three people and left over 50
others missing. Chinese officials say numerous animals wehietes were
also buried in the collapse.

RARR

-

Generate Questions
!

~

How many people are still missing in the Chinese mine collapse?
How many people were killed in the Chinese mine collapse
How many people were reported missing in the Chinese mine collapse
Were any animals affected in the Chinese mine collapse
What did Chinese officials say about the animals in the Chinese mine collapse

I

Generate Answer

l

240404 ThesSRroposat

A Chinese mine collapse on Thursday (Feb. 23) killed multiple people and left dozens
more missing. Chinese officials say the collapse affected a "wide area" and left a pile of
debris roughly 500m (1,640ft) across and an estimated 80m high. The shaft was operated

China's Inner Mongolia region are some of China's top coal producers.

by the Xinjing Coal Mining Company, which has not issued a statement yet. Mines in /




Taxonomy of Hallucinations

Numeric
Hallucinations

Temporal
Hallucinations

Verifiable Falsehoods @)}

Factual Hallucinations Z@)} Halﬁzz?;g?ons

Unverifiable
Falsehoods

Relationship
Hallucinations

Taxonomy of
Hallucinations Instructional
Hallucinations

Faithfulness Contextual
Hallucinations Hallucinations

Self-Inconsistency
Hallucinations

© sebis 18
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Hallucination Types

I. Factual Hallucinations: Hallucinations that involve incorrect or fabricated
information about the world.
o Verifiable Falsehoods: Hallucinations that contradict specific,
verifiable facts (e.g., "The capital of France is Berlin").
m Location-based Hallucinations: e.g., "The Eiffel Tower is located
in Rome"
m Numeric Hallucinations: e.g., "The speed of light is 300 km/h"
m Temporal Hallucinations: e.g., "The American Revolution
occurred in 1850"
m Relationship Hallucinations: e.g., "Albert Einstein was a student
of Marie Curie"
o Unverifiable Falsehoods: Hallucinations that invent new, unverifiable
information (e.g., "The city of Atlantis is located on the moon").



Causes of Hallucination on Post-hoc approaches for long-form generation TUT

Question

Training Data Generation

Evidence Collection Agreement Test Correction

©

Knowledge Coreference Failure to generate Limited context Miscorrection yet Excessive

Out of date Disagreement

boundary Resolution valid question retrieval correct evidence refinement

240404 Thesis Proposal © sebis 20



Evaluation T|.|T|

e Automatic evaluation (FActScore, f1@, LLM-based, G-Eval)
e Human evaluation

o  Which refinement you liked most?

o Voting arena (i.e. chat.Imsys.org) fly) = L
e Correction quality (with context) Ayl

o Semantic Similarity
o BLEU Score, Edit Distance FACTSCORE(M) = Epcx[f(My)| M, responds|

Z [[a is supported by C|,
(LeAy
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Timeline TUTI

Literature

Jan-Apr Apr-May July-August
(4 months) (3 months) (2 months)

Mar-Apr
(2 months)

240404 Thesis Proposal © sebis 22
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